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PREFACE

Part of the theory presented in this report was developed

while one of the authors , Maurice Sancer , was consulting .for

R & D Associates.
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SECT ION I

INTRODU CTION

The broad objective of this effort is to guide the experi-

mental invesitgation of e lectromagnet ic  pulse (ENP ) siniulation

by portable simulators. We perform two distinctly different
types of analysis directed toward this objective . First, we
develop a theory that results in the definition of technical

objectives for both experiments and calculations. Finally,

we perform calculations to determine whether a very idealized

experiment could possibly achieve the required objectives.

The analysis resulting in the technical obje ctives consists
of developing the form of a transfer operator equation in

sufficient detail to identify the significance of all terms.

Specifically, attention is directed toward clearly identify ing
the physical quantities related by the transfer operator as

well as the physical quantities on which the transfer operator

depends.  To f a c i l i t a t e  the d i s c u s s i o n  of the p h y s i ca l  quan-

tities it is necessary to discuss the type of system we wish
to excite with the portable simulators. The class of systems

for  which t h i s  s tudy  is app l icab le  are those systems tha t  are ,

in e f f e c t ,  i m p e r f e c t l y  sealed metallic enclosures. Important

systems that belong to this class are aircraft , missiles , ships ,

‘1 and t a n k s .  The breaks in these enc losu re s  are r e f e r r ed  to as

apertures and they might correspond to windows , hatches, or

portions of deliberate antennas that arc intended to allow

energy to flow into the system.

The operator equation relates electrical quantities

excited within the a’~tua1 enclosure (system) to the current

density induced on metallic seals placed over all of the

apertures of the imperfectly sealed enclosure . The existence

of this equation would seem to ii : J ly that if a confi guration

of portable sources excited the ~~~1inf ~ current density on the
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seals as did an EM?, then internal electrical quantities with—

in the enc losure of the unsealed system would be identically
excited by either the EM? or the portable source configuration.
This would be the case under the following conditions; the

portable sources must be electromagnetically rigid, i.e.,

unaffected by the presence of any scatterer , and the external
environment of the system must be the same for the portable

source configuration as for the EMP. For example, an aircraft

having the appropriate seals correctly excited by rigid port-

able sources when parked on the ground, can only be viewed
as having been excited by the corresponding EM? when it is
still resting on the ground and in particular is not in free
flight.

Even with these limi tations, we see that it is possible
to assist the alternate simulation program by performing only
external interaction measurements or calculations. The

initial source configuration can be determined by employing
only external interaction considerations. We emphasize that

we expect the focus to be on external interaction only in the
ini tial program stages because we anticipate that the local
sources will not be capable of exciting exactly the same

external interaction quantities on the metallic seals as

would an EMP. In order to asses s these effec ts as well as
‘1 non—rigidity degradation , we expect that internal electrical

quantities will have to be measured for excitation by the

portable source configuration as well as for excitation by

a more orthodox simulator which represents the EMP excitation.

The environment and source rigidity conditions previously

discussed result from the dependence of the transfer operator

on these factors and not the quantities this operator relates.

This source rigidity requirement causes special concern in

that any physically realizable portable source is going to

6
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have structure that can interact with the fields reflected

from the s’:stcm under test. This is of particular concern

because it is presently anticipated that the configuration
of portab le sources will be in c lose proximity to the system
under test. The choice of calculations to perform , which
represented an idealized experiment , w~ s ma de w i t h  the  issue
of source rigi dity being a distinct factor.

The ~rob1em for which we made our calculations was the
excitation of a sphere in free space by a plane wave and by

various cenfiqurations of idca1.i~~ed local sources.  These
calculaf ions were  performed in the frequency domain for a

~ar i q e  of fccquencies starting at zero and extending to approx—

i~netely three times the first resonant frequency of the sphere.

Well-established plane wa v-~ solutions exist for this problem

and our m c f h c~.i of obta injn~ our ~- la ~ e w ave solution can be
yeni~~~cJ by co:~pnrison of our results to the established re—

cults. This is necessary because our ncthod of obtaining the

plane wa:c solution is the same as our method of obtaining the

source colI~~i.n1ration results and no data is presently available

to ~.crit~ those calculations. As a general conclusion , our
calcul ations indicate that our choice of local source config—

urat t n  can approximately excite the desired external inter—

action current density ;at a shorted poin t  of entry only if at
least one local source is in close p r o x ir ~~tv to the shorting
surface. This result increases the need t a  stud y the effect

of th~~~! :rec of rigidity of physically realizable sources on

the alternate simulation problem.

4 7
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SECTION II

THEORETICAL BACKGROUND

This investigation concerns the local excitation of systems

that are predominantly metallic and is valid for those fre-

quencies or times for which the metal can be considered to be
perfectly conducting. The equations that form the basis of

this investigation of portable EM? simulators is a se t~ of
equations that recognizes those essential features of classical
aperture coupling analysis that have relevance to complex
systems. Since this approach is based on aperture coupling

equations , one might be concerned with its relevance to other
types of penetrators, e.g., deliberate antennas. Such pene—

trators have associated apertures or else no energy could

penetrate the sealed skin of the system corresponding to that

penetrator.

First we will present the general form of the equations

that provide the basis of this study and draw all of our
theoretical conclusions by referring to properties of this

general form. Next we will present a somewhat detailed

derivation of these general equations for a complex interaction

situation in order to give a more concrete meaning to the

general properties on which we based our theoretical conclusions.

The form of the underlying equation is as follows

L~~~~~ ’ )  = 

~~~~~~~~~ 
- 

(1)

where the meaning and significance of each term requires consider-

able attention. First, we emphasize that equation 1 describes
the relationship between electrical quantities on two different
physical systems. One system is the actual system of interest

and the other system is that original system modified by

metallic shorting surfaces covering all apertures (including

those assoc iated with antennas ). For illustrative purposes

8 -
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consider the system depicted in figure 1. One system is the

aircraft in its environment with the apertures S1 and

unmodified and the other system needed to give equation 1

meaning is the same aircraft in the same environment with

metallic seals covering S1 and S,. In equation 1, the

notation J was chosen to denote “magnetic current,” but

it is simply ~ (r’) x Et(r’) where r
’ varies over all of the

mathematical surfaces corresponding to the open apertures in

the original system, ~x ( r ’ )  is the outward normal at r ” , and

is the tangential component of the electric field

induced in the open aperture. The quantity JE..I (r) is the

“external interaction” current density induced on the shorted

system with r ranging only over the shorting surfaces. It is

important to note that even though r and r ’ refer to different

physical systems, they mathematically refer to the same set

of points. This distinction allows a discussion of the mathe-

matical nature of equation 1 that is not confused by the
dual physical nature of the problem . It remains to discuss

the meaning of L in equation 1 to proceed . More specifically ,

L is a linear operator that depends on a variety of quantities

associated with the system , its environment and certain

aspects of its excitation . Just what these quantities are j
plays an essential role in the underlying theory of portable

EM? sj.mulators and we will elaborate on what these quantities

are when presenting the details for the system depicted in

figure 1.

It is now necessary to introduce an additional equation

to augment the information contained in equation 1. This

equation also represents a general form and is

= L~ J ( r ’) (2)

This equation is a mathematical statement of the fact that

J (r ’)  is s u f f i c i e n t  to determine -a va r i e ty  of electrical

4 9
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~ can correspond to a voltage, a current, or a field
component) that are excited within the system by fields
penetrating through the apertures. In equation 2, L~ is a

linear operator that depends on the internal structure of the

system and the choice of the internal electrical quantity

that is being determined. Next we introduce a step, the
legitimacy of which is currently being studied using a field

equivalence point of view. Specifically, it is assumed that

the L appearing in equation 1 has a unique inverse, L 1, so
that from equation 1 we can obtain

=

Combining equations 2 and 3 we obtain

F Q~ 
= T~J~~ 1 (4)

where

L~ L
1 (5)

and the superscript a is explicity introduced to indicate

that T~ depends on the environment external to the system.

If the same system were placed in two different environments ,

then the a designation for each environment could change to

accommodate a mathematical representation of the fact that

T
8
1
~ ~ 

T~
2 (6)

if the external environments for the same system are sufficiently

different. Part of what we shall mean by the external environ—

ment is the physical structure of the portable EMP simulators

that are being investigated . When we discuss the details

4 11
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with the system and environment depicted in figure 1, we shall

emphasize this source structure dependence and make a crucial

distinction between rigid and nonrigid sources.

It is possible to present all of the portable simulator

theory on equation 4; however , that equation will be modified

to conform to the prevalent notion that both the external

interaction current density 
~E.I. 

and the external interaction

charge density 
~~~~~ 

are required for the ultimate determina-

tion of the internal quantities .Q
~~. For non-zero frequency ,

it follows from = 
~~~~

°E.I. 
that 

~E.I. 
suffices to

determine °E ~ 
, so the requirement that °E ~ 

be separately
determined must be superfluous. There are a number of pos-
sibilities why it might be convenient to separately view

°E.I. as a desired input and viewing it as such leads to the

following decomposition of equation 4

Q~ T~~ J~~~1 
+ T~~ o5 1  (7)

as the basic equation.

At this point we could present the underlying theory of

portable EMP simulators by referring to either equation 4

or equation 7 if we did not have to deal with the real

physical structure of the portable sources.

The means whereby this aspect enters the consideration is

rather complex and is treated by giving a more explicit meaning
to these equations. Specifically, this will be accomplished
by deriving more explicit representations for equation 1

and equation 2 for the situation depicted in figure 1. First

we introduce the following definitions:

S
m
: the surface of the metallic enclosure (aircraft)

augmented by the mathematical surfaces S1 and S2
V
L: is the volume of a lossy medium in the proximity of

the enclosure (earth, water)

‘4 
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SL
: the surface bounding VL

V~ : the volume of an object in the proximity of the

enclosure (i.e., an aircraf t carrier )
S : the surface bounding Vp p
V5

: the volume of a subsystem contained within the
enclosure

S :  the surface bounding V5
the volume exterior to bounded by Sm ? Sp ? SL,

and the hemisphere at infinity
V1: the volume interior to Sm bounded by Sm and

the volume of a rigid source of an electromagnetic

wave , J, and it is contained in V
0

V
r: the volume of the portable radiator

Sr: the surface of the portable radiator

Sg: the portion of Sr over which the surface tangential
electric field is rigidly specified

The essential equation that this approach is based on is the

dyadic identity

11 A(r’).[V’ x V ’ xD(r ’;r)J _ [V I xV ’ xA (r ’)Il(rI
;r)jdV ’

~~~~~~~~~~~~~~~~~
(8)

where A (r ’) and D(r’;r) are, at this point, a general vector
and a general dyadic that must satisfy certain behavior

requirements (e.g., differentiability) but not necessarily

any equations. In equation 8, S is the surface bounding V
and i~(r’) is the outward normal to 

V. Next. the volume,

bounding surface , A (r ’), and Q(r ’;r) are specialized. V is

chosen , in turn , as V0 and V1 and A(r ’) is chosen as
and H1(r’). We also choose D(r’;r ) as appropria te Green ’s

4 13
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dyadics 
(~~0

(r ’ ;r)~~~1
(r ’ ;r)) that satisfy the vector wave

equation

(v, xv , x_ k2~ G (r ’,r ) = Ió(r ’—r ) ~~~~~ r ’,r (V (9)
0/ ~~~ 

—
~~ —Q ‘- L  ‘I a

and subsequently the a subscript of r and r ’wi ll automatically
be implied by the subscript on G when it is not explicitly

indicated . Boundary conditions to be satisfied are

~ (r’)x (V1 xG 1 (r
’ ,r)) = 0 r ’S

n(r ’)x (V’ xG 0(r’ ,r)) 0 L’(SrUSpUSm (11)

n(r ’)x (V ’xC
0

(r ’ ,r))= ~~
(r’)x (V’ xG

L
(r ’ ,r)) r e S

L 
(12a)

n (r ’)x~ 0C0(r ’ ,r) = 
~~
(r’)xEG

L
(r ’ ,r) r ’ES

L 
(l2b)

The equation sa tisfied by 
~L

(r ’ ,r )  is

(V~ xV a x_w 2ii O l )~ L
(r~ ,r) 0 r ’EV L~

r€V O 
(13)

The equations satisfied by the i-I Cr ’ )  are

(v’ xV ’ x_ k~~) ~~~~~~
‘ )  

V ’ xJ ( r ’ )  ~ 
( 14 )

It also follows from Maxwell’s equations

V ’x~~~(r’) = — iwc 0
E ( r ’ )  r ’ S  (15)

Substituting equations 9, 14 , and 15 into 8 for V=V 0 or V
1

and using the property of the 5 function , we obtain

4 14
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~~~~~~~~~~~~~~~~ dS’q m ,p , r ,L S
q

~1 r ’’~~0
’
~~0

’
~~0 

~dS ’ ( 16)

= 

~~~ f q ’~~I
’
~~I

’
~~I J dS’ (17)

q=m ,s S
q

where a
n , is the unit outward norma l to the sphere at infinity

S ,

j
~~~E~ H I G }dSa

f ~H(r ’).[n(r ’)x
~~~

1 xG(r ’ ;r)
~~1 

+ ~wt 
[
~~(r ’ ) x E ( r 1 ) } . G ( r 1 ; r )  dS’

(18)

where c is the appropriate dielectric permittivity and

1(r
0
) =J~

. 
V ’ xJ(r ’)G 0 (r’ ;r0

) dv’ (19)

Using equations 10 and 11 as well as the fact that

= 0 £‘(S m
_S

1
_S

2)USpU(Sr
_S
g
) (20 )

we find that

f5 ~~~~~~~~~~ 
dS’ = 0 (21)
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£r ‘~o ’~ o ’~ o~ 
ds ’ =fS

g 
iw1 o E ~~

(
~~

’) x
~~

(
~~’) I  

~~~~~~~~~~~~~~~~~~ 
ds’

~~~ (22 )

~~~m 
~~a’~~~~~~~~ a1 

dS’ = i
~~

cO(f [~~~(r ’)xE (r ’)I.G (r ’ ;r )  dS ’

+ 

~~2 ~~~~~~~~~~~~~~ 
dSt)

ci = 0,1 ( 2 3 )

and because 
~~~~~

‘ 
~~~~~~ 

and ç~ satisfy the radiation condition

dS’ = 0 (24)

The remaining quantities to evaluate in equations 16 and 17 are

the surface integrals over SL and S
5
. Substituting the equa-

tions appropriate for the lossy half space , that is

(V’xV ’ x-w2P06)UL (r
’) = 0 r ’ V L 

(25)

and

V x H L
(r) = iwcE L (r ) r ’EV L 

(26)

as well as equation 13 into 8 we obtain
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~1

fSL l _ L _ 1 _ ~~~
_ L _ _ j  + iwE [

~~
(r1)xE L (r ’ )JG L (r

~
;r)1 dS’

~1 jl
L(r ) [n (r )x

t
v x G L (r; r)

l] 
+ iwc 1~

(r ’ ) xE L (r t ) I G L (r ’ ;r )
~ 
ds’=O

(2 7)

The second integral in equation 27 is zero due to the losses

in v
L
(or the radiation condition if is lossless). Using

the fact that the tangential components of E and H are contin-

uous across S
L 

as well the boundary conditions in equation l2a
and l2b we see that the integral over SL in equation 16 is equal
to the integral over S

L in equation 27 which in turn we have
Just shown to equal zero. The integral over S~ will also

equal zero and the manner in which this can be seen depends

on the physical properties of the subsystem occupying V
5
. If

it were totally metallic, the boundary conditions on and

would make the surface integral vanish in the same manner
they did for the integral over S .  If it were a homogeneous

dielectric , then the boundary conditions would cause the

surface integral over S~ in the same manner the surface

integral over SL was causec! to vanish. If it were some
hybrid of dielectric and metal , a combination of the arguments

would be used to cause the surface integral to vanish.

We can now write equations 16 and 17 as

H
0

(r
0
) = F(r0) 

— K03 (r ’) (28)

and

1!
1

(r
1
) = K

13 (r’) (29)
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where

F(~~ ) = 
r(~~) + 

- 

(30)

with I(~~~) and S(r0) defined by equations 19 and 22 and the

operators K
~ 

are defined by

Kd~~
(r’) = iwc o ( J J ( r ’ ) . G  (r ’ ,r )  dS’ 

-
.

+ I j  (r ’ ) s G (r ’ , r ) dS’\
Js~~~ 

=~~~~~
— J

2 /

ci = 0,1 (31)

and we have made use of the fact that the tangential components
of the electric field are Continuous through the apertures so

that

—n 0(r’)x~~~(r’) = n1(r’)xE 1 (r ’) = J ( r ’) r’ES
1
US

2 (32 )

Now we focus our attention on !(
~o ) appearing in equation 28.

The meaning of this quantity is an extremely important aspect
of the theory behind portable EM? simulators. It would be

a very difficult task to evaluate equations 19, 22, and 30

in order to determine the fu l l  significance of F (~~~). Instead ,

we will simply utilize certain key features of those equations

as well as equations 28 and 31 to determine what F (~~~) must
be if all the required equations were evaluated . First, we
note according to equation 19 that 1(r0) is exc ited by the
rigid (interaction independent) source J(r ’ ) and that accord-
in9 to equation 22, S(~~ ) is excited by the rigidly specified

i~(~~’)x~~(~~’) for £ ‘E S g • Next , we note that according to these
equations , both I(~~ ) and S(~~~) are insensitive to the size

14 18
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of the apertures S1 and S2 and in fact they are insensitive

to whether or not these apertures are even present. Using

these observations in conjunction with equation 31 as the

aperture size becomes zero and using the result in equation

28, we see that F(r0) equals H0(r) for the special case

where all apertures are sealed (short circuited). Mathema-

tically, we express this evaluation of F(r0) as -

S . C .

~o ~ -o~ 
( 33 )

where the superscript is introduced to indicate “short

circuit.” We note that F(r0) is the short circuit magnetic

field at some point r0 with apertures sealed, but all other

aspects of the external environment including the proximity

and structure of the radiator , Sr~ 
unchanged.

Substituting equation 33 into equation 28 we obtain

110(r0
) = H~~~~~(r0)-K0

J (r ’) (34)

Next , we define = 
~~~~~~~~~~~~~ 

= for r S 1US2, use

the fact that

- 
n(r)xH0(r) = n(r)xH1 (r) (35)

and employ equations 28 and 34 to obtain

lim n(r)x(K0+K1)J ~~~~~~~~ 
= 

~E ~ 
(36 )

r÷r .

— 0 — -

where we have used the definition

n(r)XH~~~~ ~~ ~E.I. 
~~~~~~
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and we have the desired result, in that equation 36 is the
more detailed representation of equation 1.

Before we can present our theoretIval conclusions, we
must present our more detailed representation of equation 2.

We have, in fact, already a representation of equation 2 for
the case where the desired internal electrical quantity is the
magnetic field. For that use we might choose the symbol 8
as H so that Q~=H and L~=’L.~~K1. • Another example where the

structure of changes depending on the choice of is

readily demonstrated by considering the case where the desired

internal electrical quantity is the electric field E and we

denote 8 as E so that 
~E

=
~ 

For this case equation 2 becomes

= LE~~
(r) (38)

where

— 
i E VXKI 

- 

(39) -

Finally, we will discuss the more important case where the
desired internal electrical quantity is a current. For this
discussion consider that part of the internal subsystem
occupying volume V~ in figure 1 contains a wire and we choose
a local cylindrical coordinate system having its axis along 

•

the wire and having the local azimuthal vector denoted
at the point on the wire where we wish to determine

the current. The argument of this unit vector, U, denotes
the circumferential position on the wire. With these defini-
tions, the current on the wire is

t 
I ~ul ,fdL 13 ( & * ) . H 1(r 1) (40)
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We see that from equations 29 and 40 that

Q = L J Cr ’) (41)
c c—rn —

where we have denoted I and

L J ( r ’) EJd~ ’~~~(~~’).KiJ ( r ’) (42)

We have now presented equations 1 and 2 in sufficient
detail to draw our desired conclusions. We will base our

conclusions on equation 4 which contains exactly the physics

as do equations 1 and 2. The specific points we wish to

make are i) the external interaction current density , 
~E I ’

can be excited by either a rigid source , a non-rigid source ,

or a combination of the two types ii) the transfer operator ,

T~ , depends on the external environment to the system iii)

T~ depends on the internal environment iv) T~ depends on the
internal electrical quantity, Q~ , being determined v) T~
depends on the rigidity of the source. Equations that speci—
fically illustrate each of these points are identified with the
numbered points as follows: i) equations 19, 22, 30, 33 , and
37 ii) equations 11 and 12 iii) equation 10 as well as the argu-
ment that eliminated the integral over S~ iv) equations 5, 39 ,
and 42 v) equation 11.

The remaining portion of this report will be devoted to the

calculation that represents the idealized experiment.

‘4 21
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SECTION III

MAGNETIC FIELD INTEGRA L EQUATION FOR A SP}1ERE

1 C we impose an ai thonorma 1 coordinate system s, t on a
closed s u r f a ce  possessing cont i nuous  cur vatu re such tha t
sXt = n, the outward normal  to the body,  we can w r i t e  the
r~h~qn~~t i c  Field lntvoral Equation (flFIE) as the fo11owin~
system of coupled scalar integral equations

~ 

= t ( H 1
~~~~( r )  + f ( A ( r~~r t ) J ( r ’ )

+B(r ,r ’ 
~~ (i ’)) us ’ ( 4 3 a )

1 3 (r) = s (r) ji 1~~~(r) +f 
( C ( r ~r ’ ) J (r ’ )

+ D ( r i r ’ ) J ( r ’ ) )  Us’ (4Th)

where

A ( r ,~~’) = -Q ( 
~i-~~’ 1 ) t (r)~ ~~~~

‘ ) ~~ (~~~
‘ 

( 4 4 a )

- 

B(r ,i ’) = -Q( r-r ’ ) (r) (r-r ’ )x t (h ’ ) ]  ( 4 4 b )

C(r ,r ’ )  = .(!L—~~
’ I ) ~S~~u ) .  ( ‘ ) ~~ s ( ~~ ’ ) J  ( 4 4 c )

D(r ,r ’) = .? ( j r - r ’ J ) [ s ( r ) ~ (r-r ’)xL(r ’) J (44d)

i k R
( R )  = ( ikR- l )~ ( 4 5 )

and J (r) , (r) .1 re defined t hrouqh

+ 3
~~~-i)t~~~

) ( 4 b )
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For ~t shilere of radius ‘a” cent O 1 e( ~ ~~t t h e - oriqln ,

for all points on the surface . This permits us to g r eat l y
s i m p l i f y  t he fo rm of c u at i o n s  -Na — • - ~ ev en  hr  lore specif y ing
our actual choice t o t  s and t .  ~- i o i a1  u i n i uj it ion of t h e
tripl e pr c Jucts in these equations y ic ii

A ( i , r ’ )  = _ ( r _ r s ( r ) . r I ) _ t ( r ) . t ( i ’ )l. (47a)

Li ( r , 
~~~~~~~ 

= 
~~~~~ ( ‘i-a ’ )  ~ (~~) 

. 
~ (~~~

‘ ) it  ( r )  . S ( r ’ 
)J  (~~7b)

C (r , r ’ )  = ~~~ ( r -r ’ )  ~- t ( r ) • s ( i ’ ) - s ( r )~~ t ( r ’ ) ~ ( 4 7 c )

at iJ

D (r , r ’ = a~ (~~-r ’) -L  ( r ) .  ( r ’ ) +s ( r )  s (~~ ‘ )~ (17d)

thus s o .~inJ t h a t  D (r ,r ’ ) = — A ( r , r ’ ) an~ C ( r , r ’ ) = R ( r , r ’ ) .

l~e also n o te  t h a t  A ( r , r ’ ) = A (r ’ , r )  an J I- ; ( r , r ’ ) fl ( r ’ , r) -

rh is 1 at t Cr s vm ruc  ry  prop e r L~ is o cons iderjiblc mpo r t ance
f o r  an a l ~:t ic  t r e a t me n t s  of t he  E F I E  on a sphere , but ~i I1 be
lost in t h e  nume rical scheme for solvin i t h e  e t ’ i ~iti ons -

A n u m e ri c a l  1m~ cme n t a ti o n  of e qu a t i o n s  ~3 i  a n~ 4 3h  cve~i
with the simpliuica tions of equations -~7a 

— 4 7 d  requires t o t

th e  sp here he i l J d c d  in  sonic coordinate system . We use
a sp h e r i ca l c—e:Jina t e SYstem , i.e. , In arbit rar y posi tiOi
on the  s u r fa c e  o~ t h • sphere has cartesian c o er d in a t  es

r (~~;;) = a(cos-:-sinfl ,sin sinO ,cosi)) (48)
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We may define

A — 1 3t (0 ,4~) —e0 
E —~~~ -

~~
-
~~

- r(8 ,~~) = (—cos~ cose,—sin~ cosO ,sine) (49a)

and

s(O ,q ) e~ as~n0 
-h- r ( O ,4 )  = (—sin ~ ,cos4I ,0) (4~~ )

obtaining

E s(0,q)xt(O ,~~) r (O,~~) = (Cos~ sLiO , sin - ~nO ,cos~i )

(49c)
as it should.

Inserting equations 4 8 , 49a and 49b in t o  e iu a t i - o ns

47a — 47d and recalling that the element of area on t kt ~ s ur ia c t

of a sphere is a2sinOd8dq completes the specification of

MFIE in a spherical coordinate system.

Our procedure for solving the coupled scalar equations of

the MFIE is to partition the sphere into zones S
3 

b~ an
algorithm which has the maximum separation of any two points

of any zone tend to zero as the number of zones tends to
infinity . We then approximate both J~ and ~~ 

by piecewise
constant func t ions  whose d i scon t inu i t i e s  occur at the zone

boundaries. If we pick a representative point from each zone

and restrict r to t-his set of points , we obtain , as a matr i ..

approximation to the MFIE,

1 -t(r~ ) .H
IflC(r) + 

~~~ ~s~~ i)f A (r.,r ’) dS’

i Si

+
~~~~

Jt(r.)f 
B(r. ,r ’) dS’ (50a)
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s( ).H flC i) +
~~~~~ ~s~~ i)f 

C (x., r ’) dS’
Si

+
~~~~~~ 

Jt (r.)f D(r.,r ’) dS’ (SOb)

:i 3

This method of solution can be viewed as either a method of
moments solution or as a product integration method .

We must , however , consider the nature of the integrands

in equations 50a and Sob. One can show that Cor an arbitrar’;

body with everywhere continuous , non—zero , loc al curva ture
A , B , C, and D are singular but behave at worst as

as r ’ approaches r for some finite o. This will be

explicitly shown for the case of a sphere. Since we are

dealing with a two—dimensional integral , these integrands

are still absolutely iritegrable , however , these singularities

should be treated analytically in order to avoid convergcnce

problems for numerica l integration . Our programs for scat-

tering from cylindrical bodies remove this singularity before

attempting the numerical integration; experience indicates

that such treatment greatl y improves the accuracy of both phase

calculations and resonant phenomena.

For a sphere , the numerical problem is much s imp le r .  As
will be shown by the following analysis, a symmetric integration

procedure will permit the singularities to be ignored for

sufficiently large zones. By expanding the scalar triple
products to second order in 0-0’ and ~-q ’  we will show , as we
mentioned earlier , that the above mentioned singularity does
exist , but numerical techniques exist which avoid the need

to treat the singularity analytically.

We start by expanding Ir-r ’ 2 in powers of (0—t~’) and (~~~~
-

~~~~~
‘ ) .

~~ ~2 
~~~~~

, 12 + 1 1 2  - 2(r.r ’ )  = 2a 2 ( l -n ~~n ’)  (51)

25

4 - - -  — -_- - -- - — 

-- :
~~~~ 

“ I

- -~~~~~~~~~~ - — - -~~~~~ — ---- —-—--—- - —--~~ - - ---: 

- - ~~~~~~~~~~~~~~ - - -‘—..~~ - - - -  -d



— 
~
_‘_

~~ w__- - -

which by equation 49c yields

r—r1 2 = 2a2[l_sin8sin0l(cos~ cos4~l +sin4sin4~~)_cos8cosO1J

= a2 [sin
2e(4_~ l ) 2 + (e_0~ )2J+o [ ( 0 - 01 )

2 
+ (~

_
~,)21 (52)

Similarly1 from equations 49a , 49b and 47a we get

—A (r,r ’) -

aQ S1fl4tSifl~ + COS4~COS4 ’

— (cos~ cos~~’cos0cosO’+sin~ sin~~’cos0c6sO’+sin0sinO’)

~~ [ 
(0_0,) 2_sjn20 (~

_
~ t ) 2I+o((~

_
~ 1) 2+(e_e,)2J (53)

while equations 49a, 49b and 47b yield

—B (r,r’) 2 2
aQ 

— 

-a(~ -~~’) (0-8’)sin0 +0  [(~-~‘ )  +(0-0’)

The above analysis ~~s shown that neither A nor B behaves

any worse than ci/ I r-r ’ l for some fini te c~, yet, except at the
poles (B is non—singular if 0=0) there exists directions of

approach such that both A and B vary as l/Ir-r ’ J as r ’

approaches r. In addition, we have shown that  except at
0=0 and 8=ir B is antisyinmetric in (0—0 ’) and (~~~

—
~~~~‘) and A

is antisynunetric in (8—8’) ± (p—p ’) sinO . Thus if our

integration scheme is symmetric in (0-0’) and (ip —~~’ )

± ($—~ ‘)sin8 the singular part effectively vanishes for self
term interactions, i.e., when i=j for equations 50a and
50b. However, neighboring zone interactions do not necessarily
have this antisynnuetry property. If wavelength considerations
force the zones to be small the singularities should be treated
analytically.
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Our experience has shown that the zoning criteria for
accurate solution of the MFIE can be split into wavelength and
geometry considerations. As a general rule ,. between six and
ten zones per wavelength are needed to fulfill the wavelength

requirements.. For this special case we found that we could
employ even fewer zones for wavelength. For low frequency ,

however , geometr ic cons iderations dominate the zoning~criteria.
The adequacy of the geometr ic requirements can be ascertained
by examining the results for magnetostatic excitation. Study-

ing both types of zone requirements, we found tha t the nearest
neighbor zones are far enough removed to permit simple inte-

gration schemes for evaluating the integrals of equations 50a

and 50b.
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SECTION IV

PRE SENTATION OF SPHERE CALCULATIONS

The coordinate system, incident field description, and
zone numbering scheme for this calculation are depicted in
figure 2. The boundaries for each zone are determined by

allowing 450 increments in 0 and ~~. In figures 3 through 11

we present the current density induced by the depicted incident

field as well as by selected local excitation. What is meant

by the local excitation is that a numbered patch is either

considered to be illuminated by the depicted ir~cident field

or is considered to receive no incident illumination . A

discussion of the relevance of this type of local illumination
will be deferred to the next section.

The labeling of the tangential components of the induced
current density is as follows

Js = (55)

= —J o (56)

and the quantities plotted are the magnitudes of these compo-

nents of current density normalized to the magnitude of the

incident magnetic field , Hc~ The code verification data

presented in these figures comes from two sources. For ka=O ,

the magnitude of the magnetostatic solution given by

— —(3/2)R0cost~cos0 (57)

and

— — ( 3 / 2 ) H 0sin$ (5 8)
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is used to obtain the code verification data. For k =1.1, 1.7,

2 .3 ,  2.9 we use the data presented in figure 66a of reference 1.

Specifically, we relate their data, K0 and K ,  to the code
verification data using the relations

J (0,4>)

0 ( 5 9)

and

J (0,4>)

4 . 

~K0
(81)sin4>~ -. 

(60)

as well as making the identification 
~l

0l
0 The values of

8 and 4> which are chosen for the evaluation of equations

57 , 58 , 59, and 60 for the code verification data correspond to

the angular centers of the patches. Finally , we note that
we need only present our incident field results for zones

1 through 8 because~ those results can be translated to the
remaining range of 4> values through the relations

J (0,4>) J (0,4>S S cosH H cos4>0 0 p (61)

and

J (8,4>) J (8,4>
H0 

— H0sin4>~ (62)

where 4> corresponds to a value of 4> in the data presented

for zones 1 through 8.

1. King, R.W.P. and T.T. Nu, The Scattering and Diffraction
of Waves, Harvard University Press, Cambridge ,
Massachusetts, 1959.

‘4 30

p

IL~ 
- - —

~~~~~--~~~~~~~~~~~ 

—- 

~~~~~~~~ 
t~~ n 

-

-_ — —~~ — — 1.~~_JJ_g__ — — — — _
~

___
~~~

_
~l_. ~~~~~~~~ .-=---- --- _- — — —



-~~~~~ - - ---- - - -------- - — ------ ----- —

I I

JJ /H Is .0 
> Plane Wave Illumination

Ut !

+ Code Verification Data

2.0 — —

1$. +

+
~~~~~

s%N
NJ

Selective Patch Excitation 

—

LU— —

/—
~/ p

/ ~~~~~~~~~~~~

. 5 —  ‘— 
,...

—~~~~~~

\ I
\ I

I •

— I.

0 I~~~~~~~r-~’)
0 1 ka—-.. 2 2.9

Figure 3. Normalized Current Densities on Patch 1.
Selective Patch Excitation Is Achi eved by

Exciting all Patches but No. 1.
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Figure 4. Normalized Current Densities on Patch 2.
Selective Patch Excitation is Obtained by

Exciting all Patches but No. 2.
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SECTION V

INTE R P R ET A T I ON OF SPH ERE C 1\LCUhATIONS

The basis for our choice of the ilLumination scheme th~it

was used to obtain our data is as follows : i) the objective

of each portable simulator was determined only by the incident

f ield i i) it was ea sy to n u m e r i c a l l y  implement iii) it bore a

rela tion to an identifiable class of real sources iv) it had

• to succeed as more sources where included. The choice of where

to p lace the sources is r e l a t e d  to the source rigidity issue .

This is readily seen by i n t e r p r e t i n g  the results presented in

figures 3 and 4. In each of these figures , 31 of the 32

patches were illuminat ed in exactly the s.u~e m an n er  t hat they

wou ld be by the incide nt p lane  wave.  The o n l y  patch th at wasn ’ t

excited is the p~it ch on which we present the data and we see

that the induced current density is a very poor app rox im at io n

to the desired current density which was induced by the inci-

dent plane wave. This implies that if the non—illuminated

patch corresoonds to the shorted POE location , we can obtain

good excitation of that POE only by having a source, of the
type  considered i n  t h i s  report , in close p r o x i m i t y .

This r e s u l t  enhances  the i m p o r t a n c e  of source ri gidity

effects. Thj.s i: the case because a qualitativ ~- examination

of the equations that raised the issue of source ri~i idity indi-

cates that the nonri qidity effect becomes increasingly impor-

tant as the source l o c a t i o n  a p p r oa ch e s  the P)~:. bet  e r m i n i nr i

the uuantitat ive effect of source rH idity appears to be an
experimental problem. Figures 7 and 8 show th at patches  adja-
cent to the nonexcited patch can be c x c~~~~t • ~ in the desired

manner f o r  the described 31 out of t he  32 p I t  ~- t , i lirimi na tion .

Thi s  r e s u l t  a q i  in , is on ly  m e a ni n q~~u l  i son ree r ~q i d i  tv  is -

not  f o u n d  to be a l i m i t i n g  consideration.
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‘ih e rc:flaifl jnq data appearing in figures 5, 6, 9, and 10

cor r e sp on d  to an illumination scheme in which only 24 of the 32

~‘atches are  i l l u m i n a t e d . The bas is  for choosing not to illu—
nin ate the eight patches is that they correspond to the small—

inc - .cut values of nxU . For this more sparce il~ umination scheme

we aga in see that we obtain good results at d patch that is

excited and poor results at a patch that is not excited .

Another  conc lus ion  wor th  not ing from all the data presented
in f i g u r e s  3 t h rough  10 is that the plane wave illumination
results agree reasonably well with the code verification data

for ka as large as 2.3. In many cases the agreement is still

reasonable for ka=2.9. These results indicate that it is

possible to give up a certain measure of accuracy and have
fewer zones per wavelength than previously thought. For the

data  prcsented , the ratio of the wavelength )~ to a zone dimen-
sion D is given by A/D 8/ka which is 3.5 if we accepted results

only up to ka~ 2.3 and is 2.8 if we accept the results up to
ka~ 2.9. In either case we see that it is possible to obtain

acceptable results with fewer zones than has in general been
previously thought . This can impact a scheme for determining

a configuration of local sources. The fact tha t sparce illu-

mina t ion  gave good resul ts  also provides a r a t i ona l e  for  employ-
ing fewer sources. Both of these results can assist the choice

of a c o n f i g u r a t i o n  to be employed in an experiment.

At this point , it should be noted that no part of our ex-
plicit sphere c a l c u l a t i o n  can be used to infer any experimental

information for very early times since our calculation was not

appropriate for high frequencies. Another limitation of our

calculation should be pointed out. The sphere does not have

a sharp resonance and this could contribute to the fact that

the patch containing the POE required direct excitation in

order for good results to be obtained . For structures having

more pronounced resonances , it is possible that near resonance
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a qiven POE ~- n be L•x Ci eO wi tho ut having the source in as

close proximity is i: tica t ed by our sphere results. Having

elaborated on t he  limitations of our sphere calculations we

would like to emphasize that the general theory presented in

this work is valid for all frequencies and consequently all
time .

We now address the essential aspects required by our ana-

lysis for each local source. In the absence of any other ob-

jects and sources, their radiated fields should rapidly decay
• away from their patch location and at the same time their

radiated fields should vary slowly over their own patch loca-

tion. The simplest source that possesses locality to some

extent , is a half-loop placed above the patch. A simple

calculation shows that the fields decay rapidly for distances

larger than the radius of the loop. Despite its local character

which , to a certain degree , satisfies one of our conditions for

an allowable source, there are difficulties with the half-loop

that we will briefly discuss; i) the field due to a half-loop

is slowly varying over a region surrounding the center of the

loop but the maximum linear dimension of this region is signi-

ficantly smaller than the radius of the loop. To remedy this

we may either consider a half-loop much larger than the patch

or a “solenoid” consisting of many parallel half-loops with

its dimensions not significantly larger than the dimensions of

the patch. In the case of a large half-loop the incident field

will now vary rap id ly  over other patches, and we have not

assessed the effect of this behavior in our calculations .

However , the numerical solution is only a convenience for
studying selective patch excitation and its inapplicability

does not invalidate the potential use of the half-loop as a
portable simulator. ii) The “solenoid” is an improvement with
regard to the condition of slow variation but it, as well as

the large half—loop , may interact with the sphere substantially
and this  could significantly alter the transfer operator
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as explained earlier in connection to non-rigidity of sources.
Despite all the described limitations, both the “solenoid”
and the half-loop have sufficiently desirable features to be
included in an experimental program.

Finally, we discuss the Singularity Expansion Nethod (SErI)

as it relates to alternate simulation . We do this because it
offers a hope of determining the global capabilities of a

configuration of portable sources. We will now interpret our

results as related to SEM. An SEM external interaction solution

has the form
4

J(r , y )  =~~~ n~~(i) ~r— •
~ 

v (r)

The natural modes v and natural frequencies y c are intrinsic—ci.
properties of the metallic body. The coupling coefficients

n depend on both the coupling vectors (also an intrinsic

property of the body) and the incident field. Thus, once the
natural modes, the coupling vectors, and the natural frequencies
are known , the responses to various excitations in the SEM

prescription are obtained by determining the corresponding

couplin g coeff icients.

Admittedly there is no known recipe for obtaining the

coupling coeff icients, in general, but at least we know that
for the sphere and plane wave illumination the correct coupling

coefficien ts are class 1 given by

(y) = e
( _

~~~
t0 i~ nmc ’~~,

~~ I
nn map N a ldA /dil Y=~ 1~~j i (63)
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where

J inc 
= I~:~ ~~~~~~~ dS—nm o —p J — n m o —p

S

N = J ‘nxJ dS
nmo —nma —nmo

~nn ’ are the pole locations (~ 0 1 c = na tu r a l  f r e q u e n c i e s), t 0
is the in stan t a t wh ich the incid en t wavef ro nt hi ts the sphere ,

and p s tands fo r  p o l a r i z a t i o n, \ are the eicjen-

values of the Magnetic Field  I n t e g r a l  Oper ator L , and J are
ei gen fun c t i ons  of L corresponding to e igenvalu e  ~~

If we were to compare responses to selective patch excitt-

tion and plane wave illumina tion , we could assume tha t the

coupling coe f f i c i ents for  patch exc i t a t ion  are also given by
equation 1 and proceed to calculate them. The comparison of

the coupling coefficients for the two excitations would allow

us then to ascertain how well selective patch excitation

simulates  plane wave i l l u m inat ion.  At th is po in t , however ,
caution should be exercised . To clarif y the po in t  we are
trying to emphasize , consider the case whe reby we exc ite all
patches on the sphere but  one , in the manner  tha t was exp la ined .
The MFIE solution shows that the total current induced on the

sphere is everywhere approximately equal to the current for

plane wave illumination except at the center of the patch
that was not excited . However , if we were to use SEM for the
comparison of the two types of excitation , the coupl ing
c o e f f i c i e n t s  for  the f i r s t  few modes would be approximate ly
equal and this result might lead one to the false conclusion
that the simulation was adequate. Notice , however , tha t our
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patch zoning results provide no information as to any early—

time SEM results and/or conclusions .
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